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ABSTRACT

"x This report discusses methods of using heuristically derived

representations of uncertainty to Improve the performance of military

command and control systems. Two algorithms are derived to permit system

operators to define and evolve non-parametric probability density functions.

These algorithms have been instrumented on an interactive computer-graphics

system. This preliminary effort Is posed as an Initial step of a more

extended research and development program.,,
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1.0 INtRODUCTION

XThis report documents the resul ts of a pro]liminary investigation of J
new pos t-detect ion target process ing techn Iques appli c~ablc to coni-nand and

control functions of swimm~er defense systems (SDS). New interactive algorithms

and computational techniques 0h3t CO11V Undor the overall heading of heuristic

I Information processing (HIP) were developed during the investigation. ThleI
algorithms developed can be used for estimnating and predicting target location.
They will ultimately comprise a technique which allows the -system operator to

generate his own targot ii-Ktlon analys is SOILut ion or- mohdify/edit the machine-

derived solut ion. The output of these alqorithms aire gevneralized or non-
parametric probability density functions (UPPDF's) which represent the target's

Ilocation uncertainty. These PDF's are machine-usable and WOUld serve as inputs

to the succeeding phases of SDS functions such as the optimail allocation of

sensor resources or computing a countermeasu~rC tacti for the neutralization

subsystem.

;IThe reiiic;ngder of Sect ion I di iscusses soire bac~kcr-Ourid maJt (' U I a relevant4
to the Investigation and formalizes the statement of tho research problem.

Section 2 presents a quick overview of the poc'tential of heuristic information

processing appliled to swimmner defense and other' coiimiand and control systems.

In Section 3 we describe the Interactive NPPDF algorithmis Instrumented for
this project. The description of the Interactive software is found InI Section

4. Sections 5 and 6 discuss the results of a cursory ent ineering evaluation

- ~ of these algorithms and includes some conclusions and recoiaitendat Ioils for-{further study. The Appendices contain the programn listings and techoiical.~ .materials which atigment the presontation of the algjorithms developed. Appendix

D contains a sunbnary description of an important experiment in heuristic Infor-

mation processing performed at ISC as part of thie S2705 program to develop a

defense against combat swimmers.
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1.1 BACKGROUND

It is generally understood that the search and detection phases of

the SDS mission are intrinsically probabilistic in nature. However, it is

important to also understand that the post-detection phase of swinmer neutrali-

zation must use a probabilistic description of the problem. This is due to

the fact that the target (threat) is neither perceived by the system as a

deterministic point whose future actions are accurately known, nor can it be

countered by elements of a neutralization subsystem whose performance is

completely reliable.

The first post-detection/classification task to confront the system

is to obtain a usable estimate of target parameters which will (1) confirm

or establish the contact classification and (2) can be input to the decision

and control algorithms which will, in turn, allow optimal deployment of the

neutralization subsystem to counter the threat. The target state estimate

(TSE) will contain such elements as present location and velocity, probable

objective area, and thc most likely path to be taken. In addition the TSE

i should provide measures of uncertainty related to each of these parameters

in a form usable by both theoperator and computer for decidir.g on the next

i course of action.

I. Obtaining the most accurate TSE requires (a) automatic-sensor-supplied

inputs and (b) operator-supplied estimates of the situation which are based

- on a priori data and theoperator's view of the current situation. In short,

"TSE generation requires the combination of data inputs which are inherently

incompatible in their dimensions and formats. The correlation of this data

- by automatic means is far beyond the capability of foreseeable advances in
Sthe field or artificial intelligence. However a significant body of research

I is being done which indicates that the operator can contribute to the solution

of the problem with the aid of an appropriate man-machine interface (MMI)

design.

!
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The nature of the result inqj TSE obtained through the appi ication

of this emerging technology will tost likely be a non-parametric representation

of a dynamic probabilIty densi ty function (PDF) whose future location and

shape can be generated using various types of data supplied by the operator

as the situation develops. Figure I shcws a typical di.splay containing both

the original sensor Input data from a field of fixed sonobuoys, and a possible

mnodification of a target's PDF. Also shown Is an anticipated threat trajectory

along with the expected terminal PDF at some future time as generated by the

* operator.

"The Neutralization Subsystem (NS) of a modern SDS will most likely

" contain both preset and terminally guided deterrents/neutralizatlon means

which are deployed from a central Coimmand and Control Center (CCC). A preset

neutralization device (ND) is defined as hardware which, once launched/

deployed, is no longer under CCC control. A terminally guided ND may, however,

be controlled from the CCC after it Is launched/deployed. In cases when the

terminally guided ND is a weapon such as an anti-swimmt.r wireguided tor'pedo

or a radio controlled boat dropping explosive charges, effective terminal

control is required for successful system operation.

In Figure 2 we see a potential application of a heuristically-

derived target PDF. This PDF represents the uncertointy in a target's Ioca-

tions as a function of time. The problem begins with an initial PDF at the

luft hand of the figure and ends with a terminatinq PDF at the right hand of

the figure. The specific problem is to determine the optimum launch time of

a neutralization device which is located as indicated in the figure. If the

neutralization subsystem employs a straight-running, acoustic homring weapon

which has a proximity type fuse, then the kill probability is proportional

[ to the ratio of the shaded area to the total area of the PDF as Indicated in

the figure. It Is seen that if the neutralization subsystem is constrained

[ to remain at its current location, then the optimal deployment procedure is

to wait until time T and then lauch the weapon to achieve the highest kill
3

probability. if, however, the ,••ie railzation subs-;yýtem can be mov-.-d during

the countermeasure operation, then an even higher kill probability could be

-3- I
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achieved if the system is displaced as shown and the weapon launch is per-

j formed at T6,

1.2 STATEMENT OF THE RESEARCH PROBLEM

The purpose of this work was to develop i1iteractive methods for

allowinq a system operator to input data that permits the computer to

"generate a dynamic sequence of non-parametric probability density functions

r representing the target's motion. These NPPDF's would incorporate the "best

information" provided objectively by the machine and subjectively by the

-. system operator.

The data input by the SDS operator ate heuristic representations of

current target state uncertainty and the probable future evolution of the

uncertain target states. The algorithms developed should allow the human to

deal in a familiar tactical space through the use of an interactive graphics

device. The graphical representations of uncertainty in target location and

1' motion should bc translatable into the probability density function format.

In general these PDF's will be non-parametric, nevertheless the data thus

derived should be machine usable for subsequent SDS functions such as sensor

reallocation and neutralization subsystem control optimization.

I

ii
I
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2.0 SDS APPLICATION OF HEURISTIC INFORMATION PROCESSING

I This section provides more detailed background information relevant

-- to the specific tasks performed in this study than was given in Section 1.

* Much of the work which has contributed to development of this background

information has been done at ISC in relation to a broader area of combat

systems research than that performed for the SDS.

t The following subsections introduce Lhe primary differences between

systems which are restricted to using parametric PDF's and potential future

systems hdving the capability to incorporate NPPDF's in the decision making

process. Examples in non-SDS areas are included to illustrate the wider use

of this technology. We conclude this section by describing in non-mathematical

terms how NPPDF's are generated and caused to evolve or move in the tactical

time frame,

2.1 TACUICAL DECISION MAKING WITH PARAMETRIC PDF's

The use of deterministic algorithms to process tactically relevant

data often results in unacceptable system performance. Recognition of this

fact has caused the implementation of various forms of probabilistic models

in many fleet systems. The algorithms used to represent uncertain knowledge

require statistical assumptions to be made concerning the nature of the

observed data and the underlying process describing the phenomenon under

observation. These assumptions are seldom realistic.

The processed output of these algorithms represent the uncertainty

in the system solution as a very regularly shaped parameterized distribution,

usually multi-variate Gaussian. Experienced system operators, of course,

realize that these parameterized distributions do not truly represent the

total knowledge available about the problem. In other words, the human

operator knows that the real world is not exactly represented by a combination

of overlapping mounds of circular or elliptical shapes that have to interact

w-Ivith other distributions perhaps represented by rectangular boxes and circles

of the so called "cookie cutter" family. Even though this simplistic

I -7-

SI.I
~~- .. . . . . . . . . . . . . . . . . . . . . . . . . . . . .. .- .. . . t . . T



representation of uncertainty serves to remind the operator that he is

dealing with probabilistic instead of deterministic data, the operator is

sti I I forced to perform a parallel sequence of mental computations to correct

the ideaIized distributions in the sy,.tem. This mental picture is a complex
formulation of uncertainty which can no loriqer be accurately represented

parametrically. Also it is not feasible to generate the theoretically obtain-

able composite PDF using automatic means because often the operator would

r-.odify the resulting nonparametric PDF with knowledge that does not reside

within the system in machine-usable form. Furthermore, even if we begin with

parameterized representations of tactical uncertainty and wish to proceed on

some optimal course of action, we find that we are quickly forced to deal with

non-parametric or more generalized representations of probability density

functions.

Therefore the resulting modes of operation of these interactive tac-

tical systems require a large measure of operator skill which must be obtained

through (a) long on-the-1ob experience in dceloplng the modified representa-

tions of tactical knowledge and (b) mentally performing a parallel plocessing

of this knowledge. An analog of this process may be called applicationofmodern

"Kentucky Windage" techniques. These procedures using parametric PDr repre-

sentations are inherently inefficient. Nevertheless they do provide a measur-

able performance ipcrement over systems which do not account for the unreli-

ability of either the Input data or the intermediate system solutions.

2.2 THE NON-PARAMETRIC PROBABILITY DISTRIBUTIONS FUNCTION (NPPDF)

I4PPDF's in a tactical system may be generated by the machine auto-

matica!ly, by the system operator, or by the system operator modifying machine

generated PDF's. The most likely method bv which NPPDF's will be gonerated

during operatioral situations is the operator using ýi graphic Input device

supplied as part of the interactive tactical system.

Also see Section 2.2.1 below.

.84
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I
We show In Fl.cur..: 31 an vxample of how an ope~rator may furnish

Information ou s he beiiln of an objecth r h hrough the founration of a
NPPDF. The figure showt; a bi-mo~dal NPPIPF comprised of five conto•urs. The

Sout~er contour designated C|.0 represent~s a reIgionl 111 010e horizon place In

which tile system operator believeb. that tile target Is contained with a hig(h

Sdegree of certainty. The next two nested contours labeled C.9 repretient
•I two regions of space whet" h- bel iew.s the target may be found wi th pl"oba•

bility of .9. The final two nested closed contoturs labeled C,5 represent

I reglonu of the space where the system operator believes the target may be

found with prohability 0.5. These contours termed Continuous Subjectlvu

"jFunctions (CSF) or Sketch Mode may be generated by the system operator

usIng both cluant I tat I ve and quaIl tat 1v I in format Ion ,bout an obh cct (targvt)

- whose location Is not lprecisely kn.own.

t

ii CSF's have already demonstrated their utility In the characterization

of parametric probabi I I ty dens•i ty funct ion•,. Thiu ie*t',,0 th pulfrm-d att;.

ISC demonstrates that the human operator Is capable of using (.,ulctlve)

knowledge other than the object ive knowledge presrited l,y a t't of observed

sample points to descrlbe the parametric dlstyl'Ibut on from which the ,sample

I was drown.

5. iThe extension of the Intuit ively appealIng conclu:,I on of this work

Is depicted in Figure 4. lie", %.ie see threc curveis scheiiat Ical1y represent I nq

the quality of a solutlin to a hypothetical tac.tlcel pr'nhlem. lie quality

F •oof the solution Is plotted as a function of the aiix)iaIL of dat,, avl lablv to

-. tlihe total system - wan and machine. Thrce syste.mi operational modes are,

depicted, In the first iidu the ,iachI mie In operating autioatlcally with no

operitor assistance. Here the m1ch,01W requires it cer:I•aii miiinimum amount of

L objective data prior to bel ug *Tha1le to gcticirat e any typo of* ti'-abt ic olutoion. i
- _ The second iiode InvolIves only the ollontor, It is known, of course, that

the human can begin to gene'rate solutIons on very llttl e or f-11 O•l . iVC

ISee Appendix 0 for a mo(re dutai led dlkcussIon.

ii -9.-



IC F

I..

Pir 311 ~ 1 ~1 RepLeyeDv n t y rt rIC t I Oj (NPDDF~



C71

&- 4

r 0

CCC:

C34 4-h

I 
0N

LOL

s 0.l
Wilo l"I IDUV S OL tlol -fl" S JO A.LE]Val



I
data. From sparse subjective data alone, usable sOlut ions can oflen be

obtained. (Often we term tills reult also as "gqolng off half cocked.") It
is shown that for est imatifly parametric dlstributions from sampled points

the machine operating alone could be outperformed by the human operator up

to a certain sample size (amount of available data). At tha, point a per-

formance crossover occurred and the machine performed better.

We point out here that the above research was conducted using only

parametric distributions to generate the operator displayed samples, It Is

easy to conceive of realistic tactical examples where non-parametric PDF:S

would occur in which a usable totally automatic solution would be impossible

for the machine to obtain.

It Is a fundamental hypothesis of the larger area of research which

Includes the current work that man and machino operating In concert can deli ver A

a system performance gain which would mal1e the quality of the man/machine ,o1Lu-

tion asymptotically approach the machi ne-a lone solution when an i infin ite amount

of datawasavallable to the total system. This is Illustrated by the topmost

curve in the figure.

In addition to the c,.-imples already discussed In preceding sections

Swe examine a furthcr examp;, Arawn from a Mine couItermeaVIures (MCM) mission.I
"Figure 5 shows a horizon plane display of a minefield that. I- in the process

of being cleared. Here the overall problem of the tactical MCM system Is to

develop time-optimal mine hunting policies that account for the mine swe,'per

kinematic constraints, mine hunting sonar unreliability, and navicational

errors. The mission Is to reduce the threat of the mineeield to a predcsiq-

nated level. The initial mine hunting tactic will most I kely be developed

Susing a uniform a priori distribution of the location of thel minos In the

mlinefields. Additional information will become available to tho system opera-

tor after thc operation In the minefield begins and several mlines are detected,

local Ized, and neutral ized. This information would be used to update the mine

i huntin, tact i cs II slch a way ai to most efficiently use, the r'iii nn reources.

" Use ol Interactive Graphics for Cont ILnuous Subj ectI yve Judfment ,'' Doctora II Dlss!urtation by Gary W. Irving, In proyrss.
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Mines

Area Cleared (A) Area Remaianinq to
Al ready be Cleared

(B) Operator Generated
NPPDF on Area to be
Clecared

[ Figure 5. Operator Generated NPPDF for !ICM Mission
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in this example we have assumed that the system operator knows not

only the location of the neutralized mines but also that the mines were laid

by aircraft. Thismeans that they lie in more or less linear patterns across

tthe area to be cleared. If the minefield is in coastal waters where known

anti-aircraft (AA) weapons and/or land features would preclude the mine

laying airplanes flying certain paths or If other a priori knowledge is known

"from radar tracks of how airplanes crossed the minefield regions, then this

Information could be incorporated by the operator to generate NPPDF's desig-

* nating the probable locations of the undiscovered mines. The second part of

Figure 5 presentsan operator generated NPPDF showing the probable locations

of the undiscovered mines. With this machine-usable information the mine

hunting system can now compute optimal search and scan trajectories that enable

I the requlI red minefield threat level to be achieved in minimum time..

f. 2.2.1 NPPDF Generation

The fact that today's systems are beginning to incorporate simple

j parametric representations of knowledge is due primarily to historical co)n-

vention and the requlirCments of computational case. In order to obtain

I Implementable mathematical models of uncertainty in the past, the distribu-

"tions had to have analytical simplicity. Todiy's sy.itotem1 are thLIs incor-

Sporating automated tactical decision nodels based on gaussian and "cookie-

cutter" definitions of observation and process noise. And as shown by

numerous simulation studies, these combat systems do perform bett-r than

Lr-I their predecessors which were forced to "'model the world deterministically."

For many Imnportant command and cont rol systenms ilmporltanut questions still

I remain to be answered. These are:

1. What is the true performance Increment of systems which

Sparametrically model uncertainty, over systems which have

no explicit analytical m1odels of noise?

1 2. To what extent must these system-generated outputs be

modified by man before they can be used to obtain an

SImprovement In the overall solution to the tactical

p rob I ei?

1 -14-
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The combat system user often modifies the output or implements a

neighboring solution, we feel, because he knows that the machine did not

have the "true picture" of the situation. This behavior lends support to

the hypot:,!sis that in actual operational situations the representation of

I uncercain knowledge is almost always best represented by probability dis-

tributions of irregular shape (i.e., NPPDF's). Perhaps even a stronger

impetus to study NPPDF's is drawn from the realization that even if the

original PDF's at some point in the combat system were in truth parametric,

* they would become non-parametric as soon as we began operating with them.

"Therefore in obtaining any realistic optimal sequence of decisions we would

be forced to treat NPPDF's in the process of solving the tactical problem.

We illustrate this in Figure 6 by examining the search for a target

whose location is represented by a stationary bivariate normal distribution.

For simplicity we will assume the sensor is perfectly reliable-- that is, if

the target actually is in the snesor's observation area, then the sensor will

report its presence with probability equal to 1.0. Since the observation area is
"1"smaller" than the target's PDF, a sequence of observations from a moving

sensor will generally be required. The figure illustrates the evolution from

a parametric PDF (at time to) to a clearly non-parametric PDF (at time t 3 )

as the sensor proceeds with the search. The PDF is represented by the

0.5equal likelihood contour which initially (to) is an ellipse and then

evolves into a bigger ellipse with a slice cut out as the unsuccessful search

continues.

It is clear that if at, say t 2 , the searcher decided to pick

a new sweep course, or commit an additional sensor to the search, then

he should do that with regard to the current state of knowledge at t 2 as

[ represented by the NPPDF. In the same vein any formalized optimal search

algorithm must also have the ability to treat NPPDF's if it seeks to treat

[ theoperational problem realistically.

0•The 0.5 contour represents the region of space under a PDF where the searched
for target is actually located with probability .5. The uniqueness of the

contour for any shapeof PDF is obtained by requiring all P-contours to co-
incide with the PDF's equal likelihood contours that satisfy the preceding
definition. (See Section 2.4)

-15-
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Another fre~quentl1y Loccurr inq Sitnat ikon %,,here NPPDF 's arise. is,

ill ustrated In Fi gure 7. Here we show tile locat ion of a tartlet of interestI

as initially estitlated by a Kaman filter. Howevor, Other a priori knowledge
that was 11ot processed by the filter alqc'rithm (either becauISe it wJs 11ot

capable of receiving or using the addi tional inputs) would cause tile system

user to modify the parametric iepresentation of the targ1et's location. He

could do this mentally by idontifyinq areais under the PDF which have a very

low probability of containing the target. WereC thle sy'stm User able to !iupply

the system with this data, the NPPDF shown in the riqht hand side of the fig-
ure would result. This distribution WOUld now represent a w1ore accurite s-tate-

ment of knowledge and, if properly used, would theoretically contribute to

better system performance. This possibility is discussed in the remainder of

Section 2.

I n the real world of tactical systems the situation is somewhat

di fferent from that implied in the preceding paragraph. Thle system user's

problem solving sequence currently employs a less efficient routine that is

*forced to rely on a cumbersome synergism between man and the machine. This

situation is illustrated in Figure 8. Part A of the figure indicates a

typical information flow that has a combat system processing measured environ-

*mental input and computing a solution. This solution may be used by the next

system stage (either another problem solving system or a respons-e system) as

it is; or, as is usually the case, it is displayed to an operator who modifies

the solution and passes itonas indicated by the switch position In the figute.

In this way the overall system obtains the benefit of a more aCCUrate repre-

sentation..of knowledge, although thle likely result is that the overall

Solution suffers. This is so because tho operator is forced to intervene in)

both the input and processing functions, of the machine by modifying the sys-

temn's solution. if this Is done in a multi-stage process as shown in) Figure

8(B), then a significant difference between thle hands-on and hands-Off solu-

tions could occur with neither being necessarily the best solution possible.

[ By "best solution" we mean one where the operator supplies inputs- that incor-

porate information from diverse sources (not available to even the most[ visionary systems of the foresee~able future), and the machine performs the

data processing functions to generate optilmal solutitons.

-17-
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I
2.2.2 NPPDF Dynamics

"There are two ways to examine the future dynamic behavior of NPPDF's.

One way is to define (a) an initial PDF at some tinie to and a terminal PDF at

some time t, and (b) a nominal path of how the PDF evolved from to to t 1 . An

algorithm using statistical sampling of these terminal NPPDF's can then be

used to generate an Intermediate PDF as shown in Figure 9. In such fashion

a number of intermediate PDF's could be generated. Another algorithm described

below can be used now to continuously "evolve" each contour segment between

the defined and/or sampled intermediate PDF's.

A sec,', *"othod of p-redicting the future behavior of NPPDF's is to

"define an original PDF specifying, say, the positional information of a

target and define a derivative di:tribution which characterizes the uncer-

tainty in the knowledge of the target's velocity, This is shown in Figure

10. A new terminal PDF can be generated at some time in the future by

sampling both the locational and the derivative distributions and applying

the derivative distribution value to the locational sample. The. smooth

transition from the original supplied NPPDF and the terminal distribution

would be obtained through a specialized algorithm described below.

The contour interpolation algorithm summarized in Figure 11 permits

* the smooth interpolation of an arbitrary initial contour to a terminal contour

in such a way the the evolution of the intermediate contours is controlled by

two designated constraint boundaries. The algorithm uses these input data to

numerically compute a grid of internal points that define what may be called

minimal polynomial designators with points on the terminal contour. These

designators may be visualized as being akin to the Lagrangian solution of

field lines or hydrodynamic flow streamlines. If a more complex evolution is

Srequired between initial and terminal contours, then an intermediate contour

showing the more complex solution can be defined. The interpolated contour

j now will proceed from the initial contour through the intermediate contour to

the terminal contour. It is also possible to vary the transit speed in the

1cunLvur in•'•tpolation algorithm. A graph of this is shown in the figure whete

the transit speed of the evolving contour could be a non-linear function of

thle along-boundary distance.

1 -20-
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II
3.0 DESCRIPTION OF INTERACTIVE NPPDF ALGORITHMS

Two different apcproaches to the interpolation of non-parametric

probability ditribution functlon: have been implemented. The first of

these Interpolates c-'ntours constrained by boundaries, and Is described

In Section 3.1. The second algorithm Interpolates between Individual

samples of the Initial and final distributions. This interpolation takes

place In a linearized coordinated systern determined by the operator Input

of the distributions mean. This algorithm is described in Section 3.2.

Note that both al qor it lims doscribd be low dre combinat ions of

a) Simple geometric transformation, and

b) Linear Intu.rpolat ion;

and hence mlaht be expanded to ut ilizc more complex transformat ions or other

IntelrpolPtion schemes.

3.1 1he C0ontoUr Int1I.o..1latior P.l(o0'0 thi1"

The contour I Ii erpoiat I on ilgor I thii, shownl in Figurl 12, assumv~s initial

4 nr f inal C.ontours (('oar'dfN) and also trans it lon boundaries (v and Q) descr ilbi ny

the t}vo Itl Iil of tlh endiuiln its of t h contoits Iare i ven as shown in ri qure 12(,)O

(a). there are four basic steps to this algorithm:

I, The transition boundaries ore divided into N equal

length segme.n ts.

2. The Initial and final contou0rs tre transformed to a new

coordHate system Indicated by primed variables. The

Initial contour Is moved so that its bottom endpoint Is

j at the ori.giln, and rotated so that the other endpolinL

is along the Y-axis. The final contour is similarly

displaced and rotated, but, In addition it Is stretched

o0- shrunk so that Its chord length (endpoint to endpoint)
agrees with that of the initial contour as shown lii Figure
12(t). The end result Is that the initial and final con-

tours hive ben t"anformed so that their endpoinu, match.

3. Aln IntermedlaLe contour Ini the primed coordinate system

Is calculated by interpolating betw•en the Initial and

final contours In the primed system.

-25 I
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4. The final intermediate contour is a rotated and stretched/

I shrunk version of the primed intermediate contour displaced

back to its appropriate endpoints in the unprimed coordinate

system,

Again, rurerring to Figure 12(a) and (b), the equations used to

II perform these steps are:

1(a) Divide the transition boundaries Into N equal segments

specified by points (P n- Om,N.

I(b) Calculate •n n the distance from P to %, and 0 1 the

angle of the line TPQ from the vertical, foi- n- to N

2(a) Calculate G'0 ove P0 to the origin and then rotate

C0 through 00.

2(b) Calculate CN Move PN to the origin, rotate CN through

0N and multiply y coordinates by I'.

I. N

2(c) Divide C0' and C into M equal length segments specified

by points (R 1, {S i m-0,M respectively.

Calculate the points (Tm) which specify C' a linear

Interpolation between C a0nd C N

T(N-n)
=" T ,=(-)R + L S

- N --f N -i

Swhere the underline indicates the vector notation for the poi nts.

SJ4(a) Stretch/Shrink C'

T - T-iI ' ni' £0 -- In

4(b) Rotate through -0 and displaca back to rn, Lhe ii poiiu.

K on the lower transition boundary.

1 -27-
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3.2 The Sampling Algorithm

The Sampling Algorithm assumes that the isoprobability contours

describing the initial and final dis-tributions along with a description of 1
the mean path are given. Again, there are four basic steps to this algorithm:

I. Sample the initial and final distributions. 4

2. Transform these samples to a primed coordinate system. In

this case the primed coordinate system is one where the mean

path has been transformed onto the x-axis.

- 3. Interpolate between these transformed samples to find the

transformed intermediate samples.

4. Transform the intermediate samples back to the original

coordinate system..=

Now, referring to Figure 13, the equations used to implement this

procedure are:

](a) Assume initial contours [Cn}, and final contours {Dn}

with cumulative probabilities P describing regions
n

{Rn}, {SN}, for n0,N. O P must be 1.0, and P must be

monotonically decreasing. Pick a total sample size M,

and calculate the number of samples I required in each

region R or Sn n

I = - M + 0,5 n 1, N-i
I. n L(n n-I truncation

INI [() +0.5](Pn M + truncation

Adjust I0 to maintain a total of 4 samples
0]

N
[0 M I

S~n=l

1-28-
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I 1(b) Circumscribe each contour {C N} and I1)N} with a rectangle.

I I(c) Begin with the initial distribution. Pick a random sample

from tho. largest rectangle as follows: Let the rectangle

i be described by xmin, Xmax, Ymin' Ymax then the sample

coordinates are

Xxample min Xmax rini Z

-sample 2uin max Yuin 2

Swhere ZI and Z2 are random numbers in the range [0,1].

- Determine if the sample is in Ro, RP, R2 or outside all

the contours. If it is in a region RK and the quota IK

Sfor that region has not been filled, save the sample point;

if not, pick another sample and repeat. Once the outermost

Sregion R0 has been filled, pick samples from the rectangle

enscribing R . Then once RI has been filled use the rec-

[; j tangle enscribing R 2 and so on until all the quota In have

been filled. Do the same for the final distribution.

2(a) Move the initial samples to the origin and rotate them
through 0. (the angle between the mean path and the

position x-axis directionj, and call the rotated samples

{Uk}, k = I,M as shown in Figure 14.

i- 2(b) Similarly, referring again to Figure ]4, rotate the final

samples through of, then move them out to (zp ,O) where 2p

Is the length of the mean path, and call them {Vk}, k=l,M.

3 Interpolate between {Uk}and {Vk} according to path length

to obtain intermediate samples {Wk}

ii Uk + V k k I,M%p p

where k. Is the distance from the origin to point j on the

mean path.

-30-
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4 The Intermediate samples are then rotated through 0,9

and displaced to (x.. y.).

The next stage of processing would be to draw Isoprobability contours

En, nO,N for this intermediate distribution. This requires the estimation

of the actual intermediate probability density function from the set of sam-

ples {Wk}, k- IM. Because %we are concerned with complex distributions,

simple estimators such as that proposed by Parzen are not sufficient. Fortu-

nately, the variable kernel approach recently proposed by Breiman, Meisel, and

Purcell (See Appendix C) seems appropriate. However, the results of our own

testing do not replicate the qualitative behavior described by the authors

even though the final accuracies are similar. Because of this, no NPPDF

estimator has been incorporated in the sampling algorithm. Also, It must be

noted that the algorithm as originally proposed requires approximately ION2

exponential function calls. With 200 iisec required to generate an exponential

on a V73 computer with float. 1ntj-pnint hardware, a sampl, size of N!1400 points

would take 6 minutes of processing time. The development of an adequote

contour algorithm therefore will be undertaken durinq a succeeding phase of

this research.

I
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4.0 SOFTWARE

jBoth the contour interpolation and the sampling algorithms have been
progranmmed for a Varian V-i3 minicomputer equipped with an Information Displays
4-color vector interactive graphics terminal, trackball, and function keyboard

(See Figure 15). Both algorithms have the following characteristics:

P * Highly Interactive

e Use of color to enhance clarity of displayed information

* Operator entry of contours via trackball

* Program control via function keyboard.

The following two subsections describe the operation of the software. Actual

listings of the programs are provided in Appendices A and B.

4.1 The Contour Interpolation Pr. o_ r a

The operationof this program requires an operator to first enter ini-

tial and final contours, and then theupper and lower transition boundariesusing

the trackball associatedwith the display. Once these are drawn the program

I begains automatically and can be halted, continued, or restarted at will.

The specific steps are (Referriny to Figuresl6 and 17):

1. Initially, a cursor (two concentric circles) and the message

"P "HOVE CURSOR" appear on the screen. The operator then uses the

trackball to position the cursor to the starting point of the

initial contour. When ready, the button at the lower right

corner of the function keyboard labeled "MOVE/DRAW" is pressed

(See Figure 17).

[
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2. The message "DRAW CONTOUR" is now displayed. The operator then
S~~uses the tralckball to draw the initial c:ontour (contours are i

colored red). Drawing continues until "MOVE/DRAW" is pressed

again. This terminates the contour. Four keys are now lit.

If the operator Is satisfied with the contour drawn, he hits

-"ENTER" to enter this contour into the computer. If the opera-

tor wishes to redrdiw this contour, he piesses "ERASE CONTOUR" 11
or "ERASE ALTITUDE" and returns to Step 1.

3. When the Initial contour has been entered, the miiessage "MOVE

CONTOUR" again appears. The operator then draws the final

contour as In Steps I and 2. Before pressing "ENTER" to enter

the final contour drawing, but after pressing "MOVE/DRAW" to

terminate it, It is desirable to move the cursor to the left 4
(beyond the iniLj)il contour) to give trackball "room'" for the

following st[e?.

4. When the final contour has been entered, 'a c'ursor appedrs. it

the starting point of the Initial contour. The operator then

draws the upper transition boundary using the trackbal1. The,

transition boundaries are colored gruen. The drawing will

automatically end when the cursor reaches the starting point

of the final contour. The cursor should then be moved to the

left again before pressin(. "ENTER" or either of the erase

but tonis.

I 5. The lower transition boundary Is then drawn as in Step 4.

6. Once the lower trans ItIon boundary has been entered the Inter-

polation begins autolraticlly. Three keys are lit: "ON/OFF

END CONTOURS," "ON/OFF BOUNDARIES" and "PAUSE (RESTART)." The

/I The first two of these allow the operator to turn off the dis-

play of either the initial and final contours, or the transition

boundaries. "PAUSE/RESTART'' freezes (halts) the Interpolation

process; pressing It aglain restarts the Interpolation where It

left off.

PRESSING ANY O1IER KEY CAUSES THlE PROGRAM TO RETURN TO STEP 1.

-37-



Note tihat the I nLerpolaLion uH.C5 smoothe1d ContLOUrs and bounddrics,

so that the Interpolated contours do niot exj.ac týL correspond to the drawn

unu. iind thc r transiti n bounddrimt. The interpolated contours are 9ren.

4.2 Thu Samipl tig Program

The operation of the Sampling Program falls easily into3 parts- Input

of the Initial and final distributionr, input of the mean path betweoen the two dis-

tributions, and specifying tho point on the mean pathatwhich we wi1h ;1 Interpolated

distribution. Figurcs 38 aid •9 contain Lthu opciu'tor fluwchart, and the furnction

keyboard layout for thii proyram. The Individual stepswithineachol thi'supart, are: -

A. Specifying the Initlel and final distributions

I. Comrputer ditsplays. "INPUT INITIAL COHTOUPS."'

2. Computer queries "NO. OF CONTOURS" and the operator enters
an Integer N less than or equal to the maximum number of
allowed contoirs (currently 5).

3. M-l.

4. Computer queries 'CUMULATIVE PROBABILITY FOR CONTOUR M1 and
the operator enters an Integer N 1ess than or equal to I or
the last cumulative probabi Ii ty.

5. The cOmpuLter displays "DRAW CONTOUR" and "M1OVE CURSOR." Ihle
operator moves the cursor to the starling point of the con-
tour and presses function keyboard button labeled "HOVE/DRAW."
The operaLor then draws the contour which auLonmatically closes
Itself when the cursor is close enouqh to the Initlal startinq
point. It Is possible to draw more than one contour at Cach
probabl I1Ly level. To do thi,, move the cur.;or, pre-ss "'OVI /
DRAW'' and draw the contour. Once the contour(s) has been drawn, 0
the button labeled "ENTER" accepts the contours drawn. "ERASE
CONTOUR" erases the last contour drawi and "ERASE ALTIIUDF"

I_ erases all the contours at this prol)abi lity level.

6. If M - N, go to Step 7, oterwlse go to Step 3 with M
replaced by M + 1.

Steps 7, 8, 9 similar to Steps 2, 3, h, 5, 6 except the compntaer
displays "INPUT FINAL CONTOURS" and the final distribution Is
specified.

i
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B. Specify the Mean Path j
1. The computer displays "INPUT MEAN PATH" and "MOVE CURSOR."

2. Move the cursor to the mean of the initial distribution.

3. Push "MOVE/DRAW" and draw the mean path.

4. When the mean of the final distribution Is reached again
push "MOVE/DRAW" then "ENTER."

At this time the display goes blank while the computer samples the

Initial and final distributions. When this process is completed the display

returns with a yellow dot displayed for each sample in the initial and final

distribution.

C. Specifying Interpolation Point on Mean Path

I, Press "MOVE/DRAW1" and a cursor appears at the start of the
mean path.

2. Pressing any button except "INTERPOLATE" moves this cursor
along the mean path one segment at a time,

3. When the cursor is at the desired position, press "INTERPOLATE"
and an interpolated sample is created. The interpolated sample
is again displayed as a group of dots appropriately located
between the initial and final distributions.

4. Pushing "INTERPOLATION RESTART" restarts at Step C2, and button
"PROGRAM RESTART" restarts the entire program.
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5.0 RESULTS

The contour interpolation algorithm and the sampling algorithm

described In Sections 3 and 4 were prograimned and several aspects of their

behavior studied. Figures 20 through 22 contain xerox copies of 35nri color

photographs taken of the IDI Display. In Figure 20 we see the contour Inter-

polation algorithm In operation, This figure Is divided into three parts

showing the initial (S-shaped) contour on the left with the terminal (C-

shaped) contour on the right. The two approximately horizontal lines are the

designated trarsition boundaries, Part A of the figure shows an intermediate

contour which has evolved to a point approximately 1/4 of the distance between

the initial and terminal contours. Parts B and C of the figure contain photo-

graphs of the display as the Intermediate contour had, evolved approximately

1/2 and 3/4 of the way between the initial and terminal contours. It Is seen

that a more complex figure could be constructed and evolved from segments

such as shown In Figure 20, Also it is important to note that the contour

interpolation algorithm has the capability of evolving contours which exceed

or "lap over" the transition boundaries as demonstrated by the terminal con-

tour. The importance of this feature is discussed below.

In Figure 21 we see the Interpolation algorithm being used to uni-

formly evolve one arbitrary "closed contour" Into another arbitrarily shaped

closed contour. The Interpolation algorithm allows this to be done when the

transition boundaries are defined close together and parallel to one another.

In this case the separation of the transition boundaries has been exaggerated

to show that It is still the same algorithm In operation. The figure shows

an Intermediate contour at approximatley the half way point. It Is the algor-

ithm In this form which would be used for evolving the individual probability

contours of NPPDF's between terminating contours which were either operator-

generated or obtained through a statistical process such as provided by the

sampling algorithm.
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In Figure 22 we see the operation of the sampling algorithm. The

left hand and right hand distributions are denotcd by the solid contours.

In this case the PDF is represented by two levels of contours--an external

contour and a single internal contour. The Internal contour is difficult

to see In the photograph. However, its location is Identifiable from the

higher densit) cluster of sample dots. The line joining the left and right

hand contours describes the desired locus of the PDF's central tendency.

The center group of dots represent a statistically derived sample of the

intermediate NPPDF at approximatley the half way point. We note that the

peak of this distribution has also moved approximatley half way between its

"high location" in the initial contour to Its "low location" in the terminal

contour.

The intermediate NPPDF's defined by the sample in Figure 22 would

next be represented by a two level closed contour which Is of the sane

topological form as the initial and terminal contours. Thus it is seen that

sampling algorithms can be used to generate intermediate NPPDF's on a statis-

tical basis. At this point the contour interpolation algorithm would be

used to produce the continuous or closely spaced NPPDF's as the distribution

evolves from right to left. We anticipate that using the interpolation

algorithm together with the sampling algorithm would provide a computationally

efficient method of obtaining a continuous history of the dynamically evolv-

ing NPPDF.
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6.0 CONCLUSIONS AND RECOMMENDATIONS

This study has produced two new aligorithms for developing and

processing non-parametric probability distribution functions (NPPDF's) I

using interactive computer graphics. These methods appear to have potent.ilj3

Suse In future systems for defense against swlnmer attack and other military -j

conmmand and control system applications.

I Specifically, two algorithms were developed. The first is a fast,

non-statistical method of Interpolating gieneralized contours which Is based

upon a 'minimum order polynomial" method of point-by-point interpolation.

It was found that this algorithm is usable in real-time applications withH Interactive graphics. This algorithm would find use in generating the

Intermediate contours describing a continuous evolution of NPPDF's between

predesignated Initial and terminal NPPDF's.

I, In order to permit the Interpolation of NPPDF's along more complex

paths, a second ilgorithm has been developed and demonstrated which will

'• I generate a sample of points to define the intermediate NPPDF. From the

samnple, various algorithms can derive sufficient data to regenerate a

contour-like description of the intermediate NPPDF. The resulting NPPDF

would then have a measure of statistical validity and could be used as an

anchor point for generating the continuously evolving distributions usingI
the Interpolation algorithm detcribed above.

It was also found that current generalized t.chniques for estimating

PDF's from a sample are not sufficiently fast for many of the real-time

I cowvnand and control applications foreseen for this technology. Two primary

ways could be used to overcome this speed deficiency. The first Is to

develop new and more rapid PDF estimation techniques that produce usable

results In the required time frame; and second, a special PDF estinkmtion

processor appears feasible which could use existing algorithms and be

I inrtrumcnted so as to pertorm parallel computations. Initial estimatcs

-46-
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dshow that such a special-purpose hardware u;:'-, microprocessors could cut

down the PDF estimation time by two orders of magnitude over those achieved

In computers performing sequcntial procesbing.

In order to continue the devclopmeLmi of these new techniques, we

recoiivmiend that the following tasks be perf-rined. These tasks would be

divided into two phases.

I. The first phase should (I) develop more rapid means of generating

statistically-based, intermediate PDF's, and (2) evaluate the continuous I
evolution of PDF's by comparison with the evolution of parametric PDF's

of known dynamic properties (e.g., the covariance prediction equation of

I. the Kalman filter).

The next phase should include a human factors experiment performed

on an interactive graphics system using tactically significani scenarios.

These experiments would be designed and executed for the purpose of testing

the ability of human operators to (1) estimate NPPDF's from the types of

data available in realistic tactical coiuluand and control systems, and

(2) predict the predict the evolution of the NPPDF's in a machine-usable

form.
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APPENDIX A. CONTOUR INTERPOLATION PROGRAM

PiK 1VOPTXI i FT]' IV (2) 0 0o "-;Ou?s

I HwrEir M-i. SGHEOHTEprFCfiNI-U G. :i9,1

3 0 ~':M rO0N /ATTXr, t0NTT ri E
TllnC~1' 7IN N00 NYO, ,$F?5%if- I tiSGý ,TC(IOOL e-)P L 5T IePL-TI1TP4)

N: ID 'N I S'1ýT, IFIF?! 1 VE) TIErc:- iNE I IV, I Iof-- C

6r Nr G PiQ] 'VFCA'T E2' I fL'' 0 ) F, lT' (LI ;512D? B E, G 2TH -Ls 9A EL
1-ITHV 1, 1 -L

10 I0FrII!S:'l

1 L AIF3 L-

16~~~~~~ E3 E~L G iI' T ?,5Z1TER

tn c pEFr~rTNIT.I.L ;rDF~lIA CNTY
Iri T -

01 I OJP(1)nI

2 E j. rq r t..)

L, TG 1

-1~ ~ u CLTUC GCF1
UT TST T1 ý

0 ¼LTEG P. Gf
-4 c lt.¶ TR' T TN90f2?i?

-7, Q.7.E 1)

* 1 GOTOE

A IT

-4 -C-48-

'1'



H 0

IrI

.* r-•" '1"t:.'" 1 " Q'7.... " I' ,p''" < '" ,• t" '" "":w " ...... ' --r pT" '- -P.-' '' •_. V¾t ' T- LT :LSq"-•(4 )

"", -" ' P. i ¢

-'.- *"- ; t.°' 'k .'. - t' ' , 4 p-'P 1 •;" .J ,' • -- ,-'. b ? .--"g '' 
•_ 

"Ir.' ' ' 4l

if)) P '1 1 jI 1-01
I3

S ip± , , -. • r: ' ' T \J, : 'i ,'- P t J < f " [ ' ' . . '- " . " -

• . 'r, , , ],W_ 
t-1., , •,-,• 

.

. \''U "I 
T')"4 I"

"1. (7ft- F1 ý''L

T .. . . I 'f,.-

,-. ... • ) -- PP 

I•,•• 
-,

I' k 
~ p

. '.' .' I'" ' = 1t' V: " " . . ." . -' 

•

P. • •. '.,. A. -L 

_

"''2"

"r* 1 t .: x ,;, -

-- •, - '= r" r: • - "

S .:. " ,- .t ' 'P " 'P-! P.. I-j,%'

-I -

L . ':' .'p

• :1 11 " c y:' 7 p'-' t 'Pr ! ' '

' 2r u - , ! , t . ' " ' ' ' I -t; r j

'P 5,' 
)b(,' 'lbL-'

1

,• '• € f] '-i "',P 1 -r 'P• ,

~'-"--A-~p :- - ' . ... p-" . -" "'"" 3.t" P ' ; 4!r' " •"W ~ " 4



II

I - I i-

I
I. -- 0

[.



I

I

I -

\'CFHT\ 11 12W 0001 I-lOU �')

SUPMC1UTTt�1U l'VC'i' I V.A3F' 1) 0I� U ¶>:I � Cd'' U I � P '0 129)
,'ntmi-'r-' - * . ... ,.,,.,.rUIV-, 10:') ,t)1''2, lOP) ,11Th1'

(QlllFrY 2 I( 1 'tI' 0 ''2) 2' ft'''!' I��' ''•' .1 VI*- 129)
I-';

fl�1 tfl 1 '- I I

rx-v'� 1 1 1 I'

� � p' �-r'�

Nt'C'"C'') ¶ 1

OP t I '�'

?¶i1 
1 �

Nui I I I; '5]

'-" r' � 'I' i'T'' iL I'f' *1-! IL (NU�J rj � 'N
1 � 1 OL ' 1 1

t�t p ) �F
OF'! I �''F'' 4

1 �r

C F OT''�' ''' r�'AP 02. UTWVT''H 02 �Q\'!.I p)P TQ$1FOiOi imn: CUT fl1�

1)'' I j.- -*-* I-I' I

3 �?0 '1�� I- r'2Y1' LL'X. �:':T! I Ill! VIQ}ti! , I.1!-k�i ii 7.211 2
& 4 c N' ' ' I 1 II ,'�

Ii '9 'I

1 1

'1,-a ''*'M* I''

1 �-t� ' 'ii! I
4 1� ' -¶� * 1W'

j I' U

10. '1''' 1
2111 -l

I ¶'Il�'�i¶

:2

a. F V. - - /4 -

.Y

A''- I.
1.'' '''1''

14.1,. iii

-I' 1 1

C) j7
.19*;) �Ii

I",'
F' -- 'I

-53-
t

Ii



II

T,

'IL . I l 1 ¶

Ii ''r rlf.'ý

I'll'O

1II

Li-52-



- -jIiI 1�1
,...:� - vit'"F? *r - H TM C 'PC'?� HU!'9

'.-....r.irrrJ��.y Ii
-� V

rj�r:-�' �-

I;
I 

- -�- ii
I 

- I
I I

V

I
I II
I I
I II
I I

I
'a. II

I � t

S.e I
1

�1 I
-53-. A

I ]



IsIS

mr ~ ~ ~ v f-.F Vopt; ~ V' . OC 'U

I N 
"~'i 

Nfl

4M.P



VC'T Q! i F TN 1 V((,) 000,7 HQU

I TIM'''.' tI N, i7 N1M

It-'-l T I 1 :

1j

I T

CA-

1 X ,

tN'I

4VV



"--.. -,,. - -- •

r? h'"' -'' r""

"3 '-. r",> ;"':"• "' '' 1I41,"?'• ." FE i\.k'

NI;

Nl-1

'-'•"I "

• .' ''.' G ." i'i' , r'. , ,

f, -, ' ' 1 '' ' I

L. N T C"-• • I"1\'l • 1 " '"" " • "

IF

S'-",. ''" " - '""' " K o"

- , . ., ', • f L ' : ' . :',- .. .. ...'S

jT 1

QT 4, C,( . 1 ' '"'' c•- It~l, 'l p '''' r

it"I r i'_'.' , ,-.•

S' t:g.,' •': " - ! i 'i~ ." *"•

I :','' .. . . ' "INL

* "•'' - -I - i LIN"1

.... " ."."

'•* ' "'" ,'.= '. ..• . , ,j • ,1 ••

* i' 'I n! . I" rs'" 1 ( 1.

j, [ . ,

j.. . .'' . , -" I'- t, ' ;'.. . , -- ) N'.Q• ¶

-56-

I ' : lr 1, •t" •• • i•,•l



P'0* ~ ~ ' Ii?22UU'> ::~f;:T§A42N T'1 IY(c')ý' CO H(E

III

T 71

44 N

1 5 4 74'Y'- N ' 1 ~ Y' ,:2:
NT') 1"''ny

~~~I :.<'ý 4CL T 1.'ltC~tLI4 ClpB'L.C '
THI PAG

jW~ 04.,py I IL) D.

N -57-



I

NCL'
a.)

v'C~ N'I vjN! 9 ~. '~'~

I Mi'r P T'~V N GO TO 0

L'

Nfl\ ,~ 12.A

j Sb '1'*"0

L. ~ ~ ~ ~ ~ T B 1 f2tŽ'tN 'E
-'c 

R E S Q t A ~ r p-I 
Ief rvo



V~c' VQRT jI t'N XvkC') ('003 tA0US ii
I SUT3ROT IHNE TRRŽCKb (I X, I Y

I~', vrr -111 r

-I '1G IS BEST QULT IQ94

-I59



ri -

T 0 U~,.,I-r(1- - 5i l 1 -
6 V 1O . :fCN NA" 1: . , \1;

U•a... :

C, \T' D 0fl 7~ S 2"IA

4 2!;D N• E B S., I F .B0 r17 ) 7A- ~o-1 3f

H!

I Jr

1 . \1T I r O%"'[I r r( '' i * l V ;II I

r .. ~ l O - ~~1 ~ fi I 'i -'' ,.., n ,

I 1 "pl" n ''t "p U ' -' ' C TV'" fl" - ;'- i i, t i .

ThO . l Y'L4 Bl Z t•713 PI, O f.l' /? I "' -, I 'V. I I U ,1 h"

V' QF: .. A-! : ? ?a5 " 4 I'; - "''" I f •tVCB'," ...... , -'E 'r -~

Vt.;I , LOS r S 5 .• D " ... I- 23• 041 V.WMI'::u' ft 1 ' -". V.. .. i 4 3
V.TY fl P *1[D ! H 'm"_. 1S ~ I 3:d=; I- :.'.7".' . 5' 'PH l '• i'; 'o-S_.

s. %'4.P~t4 ~ 4 3; v rIt H #,.~f II f;1 i",' j- ' *•.,', H
S, -:D 4• ", -I,' T f'O: -*g•;:. I ''I •!I j " 3 '

- - I . S . -IC T -

, - N-, .- , . -VI~t.•" 5 5

I. I " . ,,. _ •- •

"-" ' 
I ,. ,- .F . - . . -, ., : ,- "' .. v .. .

=I

J N .QX rd

-60

.'- t ., r. :. ,7 .-' ] 1 ' , -, .' + ',i ,' ; . ..• ,-6 - . - r ,. . - ,

I' "r *" . .-t • +, d. "' • . , ., ! - : ' ' ; "



--- ------- C

APPENDIX B. SAMPLING PROGRAM

E I Mml I MIF-EIII YORTXII FT>- P1(G) 0009 HlOU.?S

6 OOPIHOE /D/ 1PtL. (,OCI ZZi.)IEHR,

comNori , A-, rTT..RTTr( 1
L)-

Fcc'rIINor /rl INEaltrTUw, Pfý'O lcý (5% ric 3, N1) NIY( 5.3" NRF'YriT, NiIPAlTH,
1ý I* tI N~ - Ixrio{ f) VIG iST IllRE~ IfUT Yf5.

10) CONV1 9'N 'COMLINN,
C11 HýI ~Nk I~% Y 10.10 ) ,I.Cl 0ORKLDiTTUI,5R )L 11 G
Cg0r, If /SRT 19( 10 0 3 ) , NIU35 ,

DO~O 1511"' rc ý iirc.,

15 INTEGER OVL~EI ' 3 11i
16DT 1.1 0VLYN'I,, 1). CYVLYN' 3:1) !NH , BEll.! 'U 2T
17 Dr.)T ý CV1. YNN I I C.2 V L N. Y N 3 3 2)Sih C >II 1T
1I DRýT~ AoQV L. YPT I £VLAN¶ f, 211 CVLY Ni rl 2 >/EHl .H rt-' W H. L/
12 DRI O . l0VLVI" Y H I CYYV L 2. YI . 0i'.YN L' -I I )L Y2M N1 3,L 11R- H :

D0 ARTA K E Vf'l-
LICPLL V50FLP E' S1 G, F C3 1T v0)

tOCALL G I N1V1Pý:I- S 0 .I T. I EP
c Ai1. 1GEECU G I I C 1,

c-C RlLit GCH-k1 I b i, 3'

$5ý CPLLG(F'UiCC,1750. 13

C!RLL CSTTC.,'
KEY=zI

31 COL'!. OVLm CM VN 1 Y'F E'
1ý2 l0 I'ovPTTR NOVI PT¼1ý'

33 5' 0 KEYN 11)n-LVýNý ý

3, IFCKEGT, Gl -"* C 0~

33. C KEY IS Nl,:GfqTIVL V09? L,.PCOHS

327 GO0 TOl SO C

11 1 0110L ,5.101)
12, 10 00 F ORZNP, T'( 7 H N I!-E I1I
,q-7. 1 0 k? . FORa C P T RO-1P~ NLMRCR TOOLRE

0 1LFR0F" COEIRILOTION CCMIFLETE7



IV

PAfGE 1 N INru. Ii VOR TX I FVN 1V(G) C,3OP HOUTS

Ii C

I EN'D.... .
0 ERROR5 COPF'ILATION COMPUTE

-. lUE ,F .14 AL"-I i
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PA MTINEII VORTXII F7N IV(G) 0010 HOURS

1 SULPRO'TINE INPUT2. CONtNVY-, 1r UPL C C ' ... ERR

3 coN0,•'r: .1 1HE2.,-"MCNiTUP PRO 5C(S) ,N'RIPC (S,3) N r,,>,Y kS..NRPATA,NIPATH,
S2 IXrlIr1 ( I2 1 N ,:I1 ) E , I l.II.N ) E.- IY -C

c COC I .t.ti!'I /C , 0! 11-1N/ ,' L0,F 20,
C. GO~t• r I .'CONTJR, h.,Y . IX (:•w Oq'n ) np .. O,(,-), % ,_,_• Q. , II•CONMOIl , C1?t,,I J I L$T, I CURS1?, IALT Ir. 3G

C0, MM 0 1  r i 1 FC 1
9 EOU1VrILENC1 (ICHTL>', IFTLAGýJ ` 1EL.iAIFI.AG(3) ) , ( IFE1..IFZAGC4) K

10 1 (I~ IE IC, I FLAu('.)) ), C IELMID, IVLAGkG) ., (IFL.E, IFLAG(7] 2
1 1 DATA NAXTU,. .
12 CALL CHLT . I
13 URITE(5.040)•-
14 4040 FORmU'T( EM •..R ED INPUT)
iS IF(IFLG(!) EQ I. GO TO i50 -'

II- IF L.FLSG(1 ,O0 GO TO 0.-
17 ItltLAGclEO, ,6)-ý CO TO 350C

CAL I. P tP(rI N, F,2,EMD
6 CALL IZR-P(IXNN:IM,C'0

CALL I'ZAF (I,;R.h...2 IFLAIG ( i]=1)
*'" ICUlRSR=3

,.I- INSG---4

6 C DEFINE CURSOR
CALL GBLOG.ICLI.. , C, )

29 CALL GPIT (i-t.73,0,CO'O)C WL.Lt GPt JT C7, 16 0O0, ,O

30 CALL GLT 16C. 0)
31 CALIL GECF,. -It)Fn1 I'F-I
ý? C DCFI.;E rWS_ tE -,_ ,C. LL CR E-G 1ý I S G - 0

CALL G C H (IMSG, .S, ', .0)34 ~CALL OCHAC(IO '",C,t2,1-,l)
35 CALL GBEGG0,0,)
3 CAtL.L GEOF 1' 1 IS )

S.CA-LL GH.T
39 IICL.N1, - I E L.n M
4C0 CALL SETLThL(! 2 IEL! r', ,, ,22 2)

w URITI(- I,100)
t CAt.L SET1UPIh -", IEL7,0, '-3C. ,,1 2

•3 U RITE ( 1 S, 1 0 1)
41 IELNP : 1 EI. r45 50 IELN IELL iB

11 CALL S:TUF - (TF IE.LV, 1,2)
17 READ (S1•.OO, N. C NTURP

I1 IF C NC CNTL -, .T ,.iTL'.R C-O TO 5

ririMOVLY' 1 " C
Sl (ItI L t 't . ' VSc [tMlHCVL. tC.) 1_

s-- I. E L NO
54I F '_.t,!-- i EýI L 'i.

" I 'T UL F I t +
- I I LT z- I AtlT

0 LTUL IEHT UR+1L ,0Cr JeL
hLT I'! T5 CN L"-" CALL L TU ..- 1ELr:. 0, --BC,27 .37

) ... 1 .. 1 fE C5 (I(J IIC'TU TR
-EI FL.1D : I Lt.- I U
L LI IELV,122

'I I--l " Fr I
t  "
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j I'0G 1Q rOIrs IVi'l I r .iUo5 I TION ~3G

COL ('M P m CL'T2

C I1 1 i'Ql I'll F N T F1 VN ) C

U1A CIII k I MHL1

C L OLIs lI'1IV)COI

C.. A~ I. L E OHJ LI 1 C.UIKO1R c!;
11 c .o S B0C 1 1 ul CN' 01EITU U1CI

1? C DLTI ---- SUBP TLo TFTNCL'T CONTQLPS
CTl 1 0 1310 I T

1~~~~'~ 001, C I'C4.1 4 O O

is C ALLO 'VF. I ID T OC 1i T PIiL T VN_ COHT UUR
17 20 GONPfi ýI- (I r1,1 -.C

C1 ANY 1. I;_lH

30 3 0 R MW 0 '
C, L.1 H.C1 0

'i I I - I I l '

C 01) L. L TlrAC -IU

I331 iCO I T kt 33~ 111803
if rt .L.n L H 1. W3 C1 0,ý,

IJO 01 ) it1 OTe 0IS

-O1 vi. n vR10 C (tlO y r iPt'5CI')Nt.

I 1C I I Lt t I1.'
'001 1r '11 1 1 1)

3C 4S0 C 0~l It 1 ¾FC! C11'1 IV

A~~~~~N Y3 i (10 -r 3)Vf 0 ýn'

I OY 1.11 Y3 1

C pilýA 1! I.OT .3 NT L '' T t 302
if fC .1LL--t 9(V TC~'~'

'12 46 1F'.)l'TR Ff1'.1)uUTO 112
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Cf^.U-~~ GLP1, ],CU
I) 0IS2. =ý E

14 5...CALLt G"r1P(1.2,O

*C ILL ,I OENT(IP 01N 0LT)R-ýQ.C 0Ul.

V 77CIFIYF S'TART POSI,'-TION OIF CErfTCONTOUR
.8CIXU. IY LAS'-T POSITION OF CURRENT CONTOUR I

EO C UPDATFE CURSOR POSITION
31 45E'0 CALL GENT(T.CUPSR)

22CALL GPUT (6, 73,IX', INl') U
33GOTO 203

34 C START CONTOUR
- S5 OO CALL GSCH(ITISG,5)

SO LJRiTrE (1.5,502)3
S7 502 FORM1AT ('DRRUlk CONTOUR')4

£2 CALL GLUP(I,8,0)
39CALL GLNPC1 , 2S,0)

SO4 CALL GLEIP(1,26,C)
131 CALL GENT(IALT)

I XL =I'-
g. IYL=IY
!3 94 C ATTACH STAiRT POINT T' IVERTICAL ELSE.ES IF CLOSE EýNOUGH

95. IFt1000-IXL.LE.3O)IXL=l000

9? C TAXý, IAY -- US-ED TO REPOSIT1cJ4 LEN TO f JI-FR CURSO IT FTR rf 9s c I> SUBJECT- CONTUR 1> CUIRSORm POSITION WION' N7 MTCH.

100 IDY 1%L- IYIP+IAY
101 CALL GPUT (I E L ,3,I1DNXJ1.DY)

1 8I *,,F =I ',L
10-1 1YE TS,' IEL

10'Z C IETH ' -- iPT TO STA.RT OF CUJRRE-NT COTO1U R IN IXY

.1C7 IEL=IE-L+l

10I IFN'Y IG rL~f9C00
i I Y"; NMV It 1L
1~ ~ f 1 IYriXY+)I

1 i 510 C A LLT TRA ('C I Y
12IF ( IATT(1) E flu rnroTO 660

114- IF lIOrTT 5) . HE. tl Gi!A1r 510,
115 IFU( ATT '-) .NH '1I)C~1ol F110
1.16 C END CONTOUR
11 -7 550 C lNp T I t 41_15E

113 1 E( T EL,- IPTFP1 . NE c.OF 551oý.s
'iC IF NiO VEECTOR DRAUN1 Gk finl-,t TO MOV"'E CURSO)R

CAL'L GET r1 T IýL T)
C~ CAI-L r.P"UT(I 0FTPR1 20 ,0)

'2C I EL N1107 B E A4 YE C.T I F S T HA 20 R ,UKI .Ei?' CALL GHUT TIFL -,I"
i I FLL7I PT P 1

LL215 IPTRF=0
1 t'iX I F' T Fc.

'3 '" C T 5(: 1 "3J. 49 S IDXzI X.F I XL

C, l~F(DS.LT f'K4l) )GOTr'S2

p -67-



M TI tIF I V1)R VI'RT)•1 I FIN 1V G3 H21 'tt),3

C CfiTOGH OPEN CURNVI? TO i- Vt LTICI. COG LOPLN EDG 1cm: i LOSV Nti"
20 IF(1 CQC7' M. 0 . Q0 GOT L3

5 cr3 1 F P, GT
.4~ 40 1. TV44

L. L. G',HT TH

I F tCIIN'V G3 VC0 L301 0I yoeoý Q0

I XN rt' 4Y+II V 1X'1X'A Y. -I

I'. - I O4

GC 0 Tl 0 V,5

1 ui iF -i- ý,T FN 014 0 CTC 0 c00,

55? 111ti IE

OdI X I lt

L. Iy 110

IL.Y I YO '11

I. "F' I ' I I

C, w0101 r--Yf2l1X

5Sl LP T I YI.

I, L0.~I,- ~ N

L. T BSk LG T,"5 1

I IP T I

I li

1 C~t"I NY i I I N 1>'

C A1.1 ,fI I CUN



3 A~~t 4 I (lME II VOR.)TXItI FWN IVG) (2010 HOURS

flY 1 ¾'
--D-1 PX+DV*t3Y

D ET 0~h GOT q ¶3 510,

CC NCC "IPU UlL
CrLL t GOE T CcS7 PbQ)

I~ly. (RUE LOF.tSGNXL, CyTVýfI

2?' ~0"1 C ONPrIf HUERRR!CNR I~II~SO(j ETRIK
LU3 iii1 11 LE~ G c 0 IC.uFlbr

CA L .MP N~I 10.
C7 WEILT E0 FrI;

1 ~ -65..-.o;i, ocn
6! Ci O EP _ORtlTHHG. 0Nr_



Pi 1 MI ME II VORTXII FWN IY(G) 0012 HOURS

1 C
SUBROUTINE TRACKBfX 7
C*1 coirl /Al 'ýT T/ I ATT (1?)

E5 C FIHD TRri"CKB-sLL EQ ' IT ION
16 C. RESTRICTIONS:

C. CYCLE TIMER ALREADYT TURNED ONC CATO'
9C ALL OTHER INTERRUPTS ARE IGNORED EXCEPTr THO-ciT FROM KEYEOXAD,I 10 C WHICH CAUSE IMMEDILTE RETUR;N

11 C IF KEYIBOAýRD INTERRUPT OCCURRIED, IX AND 17 ARE UNCHANGED

13 30 0 IATT( 1) =0
1 4 CALL GSTT(0,O)

1 310 CONT INUE'
IF (IATT(1).EO-0) GAO TO 310

-' IF (IATT~l) ,EO,3r3) RETURN
1I IF ( I ATT (I)NE., 3 P) G0 TO 300

-- 19 CALL GDEV (1 ,IX, I',)
4 20IXIlX/st500-
21 1 Y=1/5 +S0 0

22 RETURN
-- 23END
0ERRORS, COMPILATION COMPLETE
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G PGE I plI ME II VORTX~tI FiN IV(G) 001a louýRS

I SUFPc'UTINE: SAFiNP.F.
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Variable Kernel Estimates of Multivariate Densities
Leo Breimron, Williamn Meisel, and Edward Purcell

Technology 5ervice Corporation

$antciMncClfri 90403

*1~~ A clas~s of density citimates uising a sjpcpijsitiolt of kcrnc'as where the kernel piralirctcr cain
depend on the neartrt ricighbor distances is studied by the use of sirniulted d~itta. Thcir
jrcForrniante usirS several measures of error is superior to ttvit or the uwual tParz~a estuimators.
A tentatise %oltuior, is given to the problem of cttibratitla the kernel peakedness %%hien faýwcd
with a finite sainpIc set,

KI-.Y lVORl.J However. in termiS of practicalities, the situation is

D~n~ity stimtionfar from satisfactory.
Keote Junqity est~niation Firi.-g It is obvious that a Parzen method of estima-

tion cannot respond appropriately to variations in
1. INTROD)UCT ION AND) SUh NIA RY the nia-nitude of f(x). For instance, if there is a

Given points x1,, x,, selected independently Mregion Lof ojxcontainiq&, say, on~ly one sann
from) some unknown Underlying density f(x) in Mf- point x,, then the stmtwilhea ekat x X,

dimecnsionatl Euclidento space, the problem is to esti- and be too low over the T~st of therin.Ireis
milte f(x). To date, the most effective general method hez_~ jrab sare nrnrent
is the Parzeti approach: select a kernel function 4-(x) den~sely pjcked togeher,. and the Parzcn estimnate will

Ž0, with tend to spread ou h ihdniyrgo.Thus, the
problem is that the peakedness of the kernel is not

J AW~ A 1 dkita-responsive.
*Second: None of the asymptotic results give any

Usually k(x) satisfies some idditional conditions, generail~y helpful leads on how the shape factor a
unintiodality with peak at x -0, smoothness, symme- shouild he selected to give the "best" cstimn:ite of
try. finite first and second moments. etc. In fact, in unknown density. The computed rates of' con-
actual practice, the must frequently used kernel is a %ergence depend critically otn f(x) and its derivatives.
Gaussian density. Even if one( tried to vary a and got a numnber of

as Having selected a kernel, then the estimate is given different estimates, thu question remiains~: which onc

asis "bcst"?

" C In this paper, solutions are proposed to both o1
f~At- these problems,

/First To make the sharpness oil the kternel data-

As n increases the shape factor or can be decreased responsive, wc usc the class of estimates
giving greater resolution for larger sample sizes. The j R
a sy mltotic mean stt':ro consistency of thesce sti-fx) -*p

nhtles is we'll known 17], and under smoothness con- %%here t',Aithdsanefo epitxtisAh
ditt~t5 crtf~x asmptti raes f ctler~neeof he nearest neighbor, and tv, is :i constant w ult iplica.t ive

meaii sqoarcd error can be derived. factor. The intuitive concept is iclar: ]in low densityi
regions, (Ijv ill he large and (fie kernel %% ill tIc spread

I,!, 'T )A OW /J U171Pt (YI' I ut. In hil-'h ifen'ity regions4, the cooverse %%ill O'CCttr.
tr;c. ýteie'c .Niet ,'.1 iio rC j:.os lwJ 'nI; o .select o t . I/ii .ilue~ s' d A and o

t~ ~ ~ . l(27 ((Y ie !h I t1imlt State. Gotei'rnmcri i% 'wu~hori/ed man.cflt~~ti-tic S ton niultivatiatc dviisitirs
a t i) dgctit'jlt rtrih noin to ler ; m.i proose hi? rillSC is tis in a procedure that searcltc.,

.. ti~ZI~iIIL.1113 - ~ .- for ilte vatriahlc kernecl ptar.inneers that mitihnitnie •
Rciscqt Jhity t'fl., FL'S, N.1dMy 1976

(see sect ioii 3 for the dellittitiionfI S).
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13~~ LEO BREIMAN, WILLIAM MEISEL, AND tiDWARD PURCCLI.

I There is it liorge body of published literature re- A Ia rge nuu uher of lunls %wr crc caried out wiflh the
gardin'o density estimation01 and it number or good two data basCs to
su rveys atre miallahle [411. [19. [2]. The k ill nearest QFor each tniastire of error find the "'bem"t' Pa-I ncvi'hbor ;:(niatotr 1.51 is the only miethodl that is leln ,I inma tor alnd thle "beQt' va riablt kernel csti tila-
jtkdaptis-c co Iý)cal sa mple density'. If the dista rice fromn tor, u.\ing a I t N n c l~1*Ca G;LiSi,1ni k ernel (i.e., findV

;illn x to ii. ts k i ears i'O c iiis;1t r cii1, then thins thfie\,1t: of' thw p1 aa that
I .ii41 italo k' :Iiilcd its Cw, iu :astiref cri~).

k/ti0 ('onipare thle porforinarcv.; of the two h)pcs of

11(d)vs imatru a0

I where n is the total nutmber of saps ~iiini V() isosewehrth i ue elel tOCIl
tie volumiie of thle Mt-dimrensbional sphere (if radius d, O1lae ad'lct te"ethtn' aaee
The drim~back to this type of esti mlate: is that it is vuI ties.

disoniniou. Alo is ntgrl oeral spceisin Our conclusions-ire:
~ diconinuus.(Als it inegrl oer al saceIs ll- i. Iin all casc~, thle bcst variable kernel esaimnator

S finite.) [he variable kernel approach ofl'ers it combi-
nlationi of tile desirable smioothness properties of the wais superior to thle best Parieri estimatte. The best
Parzeli-type estimators with thle d ata-adaptive Char- rinetmtrinbhdtass.hdtoutic

a~~~~~ter~~~~a muc th -ers niho proc.U iuicmal perectnt error (NI ['F) and pe-rcent of
acurofthe krmoare, the rigble approacmho.crre varialnee not esplairied (13VN ii). and ablout 501, inurlFurtermoe, he vriale k". l mehodcarres ean ab~olutc error than the' best variahle kernel

very little conipo tatiortal penalty. The distance from timor
a piven point to the kth nearest point is computed i ~iliifidii erhpoeuewsse

only once adstored for all tile calibrationi runs. Ani h. Til S *dunijtonIrte(jr%.I\t

alorth ontrct( b i mia n, et al. [31 reduces cessfu inl iocati!Ig tile 4qiorl of para iilletcr ii' e
the findine of all kill nearest neighbors to n log fini tm eetevral ene simtsgeap oi

jnslid cf 2ni atcl\ hest fitsý to the actual density.
Thle tie-7t val tics of a for the Porten estimates do-

hanidle, although asymptotic consistency fo p more t han 01C Varia ble kernel. n ict hod at id hene
propniate kernel-. is easily proved under the condition %, ould b;, mnuch m~ore ditlicul It) wto e in practlce (\whn
4/n -0. To yet at feeling for the finite samnple: ;itual- f ;tnn% n). The S tuinilui/atioit procedure applied
tion and also to get sonlc measure Of W.1-Wrance that . i0 Liikui P12r S1MC CdUClV3)CS f thalt
lour proposed "solutions" had sonme yalui' uc ran to th Pa-nesimte rllcdvlues o

soectnicsimulations oi two lutiderlviog dtit~i ' crc:er 11.1 ilt su.t of thel %'u ate and Could
bae;the first was 400 points selected froni at biva!ri- no it!lec~ ucesulw ofi this toit nmlc ottr

ate normal dlistribution, tile second %%;i 400 poiints ia~et~cus ftes '~.aioue fitr
L selected from it biniodal distribution conistina of a ancoit-cfu rper R e!01'~i tha riae tertal 'Jen -c

superp~osition oftwo bivariate norimals, 3.,4 of the s . t auoee.Rcil gt ttettlsml
b ivariiat; normal used in gcnerattiug the firs-, data s theb' .ccS piig~li '.t ~ rm4

I pus /4 f normal with it intih sharper peak. 1i 0~i ~ It 0( ndnstI
plus /4 (i , ind'1:*1 :,L 11 1 100 ll LI A lN thle lto M0.'

1hree nicasurci of error wvere coniputed: dehune theirpo:nak 10)Iutoclit iie
sample mean and variance of f(x) by

prokhw,-d 0o er it %cry v. ide ranov of valiices -if A.a
- ~~~z ~~ ~~ **o a o, satisfies I1 i p o ile eato

,, =cotstaint

%Oheie c is thle mieanl of thu' 40h neaile't necý!i''str
The cifo rnimcasu res \% crc: disttimee, and c(,((,) is their sI a i dt ddeia O it

0IA1 Percetnt o/ conclusion Nottceo /tuatitl' ~* (1 XI.lc/~iI f t'~rja~'cNut ~jlanedtkcd to finld on!)' Olw sii:lwe piiaiel1wcr talei

I mates, Ill outl simlullationl thiN eoti'tAit wai, tiisiijll
5 (Al 11;,li'iin0 Al/tliwirti'/,i, I'grcci abouit 3 .1 tinliei Lili'eri ha11 (ii th best ofuc ,l ' oi

I A (, ~ O the cui re*;'omiikin Partecu u''t 'imate
MAVI - .-l ,xj X,' TVhe cottellisloil th1a0 11,. me ''p ;` r 'en o5 ~ ~ ~ 1P ti1': t~, irulo ma rlcd l\ diffLcixt hc i thet t.~pv'sf e': inii

*1~a Pet*a N rip tors hixs itopol tUt11 fipktoi o lil ctii I 11L,
I Jf(XI) t~,Ilti ot'tii gistiug' thle nliitliuu111in u'c tclif-ivi liNI ii ~ ~ ~ ~ ~ ~ ~hc f(., k'~'if llu'i I'~i'l is 'ased till 01'li~n'.ti il't-m

TLCIINOMiAHICS(F), VOt. 19, NCO. 2, M AY 19// Ti A ;USQUbrp<~rc~,

SWIR~M >~.It Y Fai'ju"Ij&' zuV JU



VARIABLE KERNAL ESTIMATES OF MULTIV'ARIATE DEN'StItIES 13

densities of tile differenit cla~ses, 011e Comnmonl and ('oiil'erenCe onl tie I iiteil'ace lletW'evil Computer Sci-
clkecivc method ot' getting, "rood" claNi fleat ionl cnve and Statimý .'s on 1--ebr nary 14, 19751[61, In1 J tIne1
bonotda rites has been to est imlne tile class dnis-ities 197.5 %\u learnedk that 'I'. J. Wqagner Ii ad subniit ted itI using .1 sct of points% that hia% alreadly beenl Classified, paper to thlt I YUF I'vTans. I nforniation *I'hicor hicli
anld to comlpare thle dentsity estimates to make the- is also concerned with the variahke kernel estimates.
Classificationi decisýion. If this is thle intended appili- I-I is. paper 1,41 establkichs conditions for isymptot ic
Cation, thenl the mleanl percentI ci rmr may bie thie most, Consistency, pam ticularly inl One dillnemisionlI sigifiiicant error meisuire, since it is thll ratio of' thle
two eslimates that determine" thle classification. Inl 2, 111V NINI LII A1I0N AND) 1'S RIZISU I-IS
this per-spective the variable kerniel estimates are de- TFhe two data sets mentioned inl thlt inti odlitionI cidedly superior to the Par ien estimates. mere generated as follows:

An imiportmimt consideraiion is thle variability of thle Set 1; 400 points selected independently from thle
underlying density. If it is more or less uniformly density f', a hivariate normal w\ith mean ill (9, 0)
Smooth (as in thie fi rst data base), the adaptive catpa- and aunt covarianice matrix.
bility of thle variable kernl meth1od doeS no0t help uIS Set II: 400 points selected independently from tile
much as inl situations where (tie density is more \ani- dellsit\ g, where
able, i.e., has a number ofI peaks of differenut shar-p- g :-.75f 11- .25f,

- ness (as inl the Second data base).
The ody01' he aperis ai L ou as olli~ s \-heref is ats above, :i md flis normal with parameters

tion 2 describes thle simulations inl more dIetail and m/ 0~~ ~-
includes somei tabular and graphicald summaries of her I 3, i)s t1e 0'n mt( 1/9 )
the resuilts, Section 3contains at brief' dvsci ipilao iee 1 stl Coovaiiac ririx.
thle goodness-of-lit statistic together \% ith tabular and The kerne! for both t)lPcs ol estimlators was a Zero
graphical sonitmiares of its perfornuai-ice. Sect ion 4 inea n bi ai i~te normal density wvith uiniit covati idce
stimmariies tile beha% ior of the e~ nmerelxtes the nmatlx A ~
selection of k and it to thle interpoint di,,tance dils: ri- I 1(31.3 RI I is at graph oif thle thrce error measures
bimtion, mid oive's a description of somev ca rl ind i;I data set I as at fkm'eaionl of tile shape prl).iciitL ci oof
unlsueesICC ufI efl'orts at variable kernel estinmates. the Par/en estimators.

']hle vai iahle ý,erncl met hod Iitas been decscribed inl 1.G I I3 RI; 2 is a gra ph of the three ncerror meiism e s

shoi t course n~otes: onl pattern recognition pnepaued for dlata set 1, whIere we %velectd k - 100 and variedt
by onte of tihe authors mnd dattimig bacck to 1973. Patrt thw IIILtiph1iCtivi\ parainu:tem (Y,
of' the\N'ork iii this prewentstutdy \k tsprNen tedI in tile I (11Rh 3 anrd 4 are thle a iialogtons Vgiaphs for

40--

30-
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40I

lo pv, ..... 1 - ." -

20

0- i
,20 ,:30 40 .50 .60

,IIGU I. RF. 4. ~.Miea(e i~ef F for the Variable K,'tl t.slindor, k - 40, I)ai• SO' It

data set II, w here we have used k 40 in tile \ariable the different \alue.s of A. Note that in both c.ainples,
kernel graph. ,ahe.s of k over almost the entire range gikc quite

In all cases, .ve ran the simulations until the nrain- compatrable error mesurements.
imm values of tile three measures of eror were found, ..\s A varies the tit bchav.s slEihtly dilferenuly lforu
both for the Parie.' and vari:ba, kernel estimators, the two data sets. For tile smooth density of the first
For the \.l iablc kernel estimators N\ c ran the si;au!a- exam ple, the error weasures are still decreasing at k
tions for k A- 10, 20, 30. 40, 50, and 60 in both dawta 1100 and we mould probably have gotten slightly
sets, and for A -70, 80, 90, 100 in daw set 1. T.ibc,, I better resuls by goinhg on to larger V. [ot the second
below summiariies tile comparison be.wcen the meth- densit• the error measures decrease up to k -- 40 .mdii
.ois. then icrtase at k - 50 and W0, (sc,'pt for tOw N P[:).

To illustirat,, the resulting fits more visu;fl . u•eV While the hest lit to'r eah valtue , Ik A in a % ide
plotted 3 dimensional graphs of tile best cstimates, range has about the same error measurcs, the valms
Fo1 data set 1, we used a - .35 for the Paricn cstim.,a- of the multiplier ,1 mt which the miniuimluin cr11olS
tor and A :- 60, a .6 for the varilble kernel ctima- o,:cur \ary cniderahly but systemratically as A ill-
tor. In data set 2, the choice of an "'optiun'l" a \\i'ts creases,, We V ill cvpior e this further in Section 4.
more problematical. We settled on .275 as a re.lson-
able compronmisC. For the variable kernel \\c 1oA, A 3. THE' (iOOt)NI.SS-OF-IYT C'KIH RION

140, o : .5. The results nre sthou n in firl.m ", 6, 7, Sl nlc, In practice, the undcrl\ ihii, Ax(x) is not ký n ,% i
and 8 (s"C enld), tile various ector measures cannot ble computed. 1 his

"Fortunately, thle variable kernel results %\crc sur- brines us to the second question posed in the iM-
prisingl) insciisiti% c to the choice of A. Table 2 bcloN\ trodacion: I-I o\ then do ,me go ;Obout selectingi - oi
gives tile iini mam valucs of the m•asures, Ot error for nd, k . (Altlhoul- m c sur mliec that i n actualitI) \ c

M, Illir'iti~n |Pl'erent obf Mqinjl,' P ha n

Mini" j I ''a-ialtv Not At',,'luto Ir ,r,
Pvrmtil, 1. rl-ov F X11la 1 i Iw~d rel-t,.,lt

Pata Set 1 190 .ll ,
I ~ ~~~vaIria'b le"k'',|

k;Jta Set 1 13,t 3.6 .

W St i I 1. 7

1,11,1 Se't I1 16O ? (.11

1t(H NOMt 1iCb•0, VkOt. 1y, t.C .A', IM Y ,';
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- '•- 7--f /•>•" "7

i' ~~FIGUR.E 5--Cony turn kernel fit to UNIT NOP, MAL : :
/ N-A

( '1
16 need to estimate only the optimal single parameter j ( - )

value X add"Y/l(dh) in the variable kernel esti-
-mates.)

In [2] a goodness-of-fit criterion for a set of sam- One question of great interest to us in this study

pies to a proposed density f(x) was developed based was whethtr we could select "good" values of u or k
on the fact that if f(x) is the true density, then the and al, searching for a minimum in S. The results

variables were affirmative (with one exception wc will discuss
later). Naturally, different error measures were gener-w 1 e-•r('s%, j = 1, • • - , nally minimized at different values of the parameters.

where V(r) is the volume of an M-dimensional sphere In Table 3 we list, for every value of A used, the value

"" of radius r, (V(r) = 1"• 2r,"/'(M/2 + I)), have a of a that minimizes each error measure and the value

univariate distribution that is approximately uni- of a tiat minimizes .1 for that value of k.

form. Thus, the test statistic for an estimate /(x) is For the unimodal case the ab.olute minimum okV
.based on the variables ocurs at k .= 100, ce 5. At this point we have

j Mean Percent Error = 12.5 (10.8)
=,, Percent of Variance Unexplaiined

Let 1,, .- :5 4,, be the ordered permutation of 4.2 (3.6)
the Vv. Then the test statistic S is defined as Mean Absolute Error, P,-rcent 8.8 (8.0).

• --. A .- 6\ X .6 " " '-.

TEIN ' "RISD V,,L, 19"4.2,MY 7

"""•

a•"" × ' . % .".. . -.. .- • -.

.,... - .. . . . .. • . -.. - .. , -> ."
" I .... ,-. > 7 ".. ' "' " " N

I l:IGURE 6-.Yurhuit~ kernel [it. to IINFIT NORMAL

iTECIINOMAETRICS©, VOL, 19, NO. 2, MAY IW/? &Y
- ~ -.,-- ~ ~ = Ai~t M~r4tF~It~h A*4h '-.
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1:6U U --opavV~idfi t 11SOAM
(F .275
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TIABLE 2-Alinitinn tul•aes of th,, teasures of errorfor the diofrent alue.t of k.

Data Set I

k 10 20 30 40o 50 60170 80 90100

Minimum .ea7ni 1
Perceunt Fctrr 1.9 12.c -1 ?.1 .- L.51 11.4 11.3 10.9 10.8I Itl ,. r,
of Variance nut-
Explained 9.3 6.8 6.3 5.9 5.1 4.8 4.6 4.1 4.0 3.6

Minimum H'eon II
Absolute Error,
Percent 11.7 11.2 10.7 10.3 9.7 9.3 9.3 8.6 8.5 8.5

L 0O 20 Data Set 11

I- Minimum Mean Percent 3 40 5
Error 24.5 23.8 23.0 22.6 22.5 22.8

Minimum Percent ofF••-eVariance flot

Explained 9.4 7.6 6.8 6.2 6.4 6.5

- Minimum Mean

Absolute Error,
Percent 19.1 17.9 17.1 16.5 17.? 16.9

able for the data set. This is consistently trLe for the from a few points that were too close together. We
variable kernel estimates also. For each value of k, tried a number of things:
Sthe . ninimizing value ofa, has a mean percent error i. Selecting a lower bound D for the int,:rpoint
close to the minimum possible fur that value of k. distances and using

S4. MEAN INTEIRPOINT L)IS-ANCE ANO d';., = max (D, dj.,)

- THIE CtHOICE OF o in the kernel estimate of dj.,. 1) was selected as a
In our various explorations of the variable kernel percentile (usually either the 5th or 10th) of the dj.•,

estimates, we made the empirical discovery that for J =l, .= , 400.

•_ -- both data sets, over the range of k investicated. ii. disincei. average of the first k nearestS"-rr]h o distances.
(') -constant ii. Selecting a multiplicative constant a, and using

S o(dk) -or consta
where d, and a(dA) are the mean and standard devia- None of these helped very much as long as we kept
tion of the kth nearest neighbor distances for the data working with k smiall. The averaging in (ii) was no

r 3 set, and cq is the "optimal" a for that value of k. To help. Later we made a theoretical computation in
illustrate this, we use as the "optimal" valuc of cA. order to find values a,. a, with
the average of the first three minimizing values given
in Table 3. Table 4 gives the values ofldA) t/(d,). cj2! 0, i= I..k, a,

The constant decreases about 40% betseen the two
data sets. A similar decrease occurs for those values and such that tho variance of
of a in the Parzcn Estimates which minimize the a"
Mean Absolute Error % and the Percent of Variance - (td'ls
Not Explained. It seems clear that the increase in is a mninitini. Assuming that the dennity was "locally
optin,,Ii kcrnal shrpnes, oc,ýurs in order to deal with constant" so that the distribution of point-,
the increased variability in data set #2. Poisson," the answer is

SAt the beginning of this study, we used distances tothe closest neighbor, next closest neighbor, etc., up to '' "
the fifth ncaret neighbor. The results %%ere dis- T'his restlt gave us .ome inight into the failureofthe
astrous. Examining the errors, they came mainly avervoing process.

TECHNOMETRICS•), VOL. 19, NO. 2, MAY 197'-90-
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I TfDATA SET Il

k 10 20 30 40 ' 50 60 70 80 90 100

V.•ean Percent .
Error 1.4 1.0 0.8 0.7 0.6 0.5 0.5 0.4 0.4 0.4

l-.rcent of ,I
Viriance
Unexplained 1.8 1.2 1.0 0.8 0.7 0.6 0.5 0.5 0.5 0.4

Mean Absolute 1.5
Error, Percent or 1.0 0.9 0.7 0.7 0.6 0.5 0.5 0.4 0.4

1.6A

s 1.7 1.2 0.9 0.8 0.7 0.7 0.6 0.6 0.5 0.5

I •DATA SET I1

110 20 30 40 50 60

Mlean Percent Error 1.4 0.9 0.7 0.6 0.5 0.4

Percent of Variance
Unexplained 1.0 0.6 0.5 0.4 0.3 0.3

PNeon Absolute Error,
Percent 1.0 0.6 0.5 0.4 0.3 0.3

_____________ 1~0.8 06 0.5 0.5 0.4Ii

Sin (iii) we found that trying to Set more smooihing taking a value of k past the knee of the curve (see
by increasing cq led to serious underestimates of the figure 9).
-- peaks of the densities. Step 2. Do a search for the value of a, that min-

__ Nothing really helped until we started e-ploring irnizes .5.
the larger valucs efk and found that (iii) worked well Sti;? 3. Using the miniuizing value compute
when A was large enough. (

In terms of what has been empirically learned in =
this study, we tentatively propose the following u(dh)
method for calibrating i. variable kernel density esti- Step 4. Vary k in both directions, selecting ca so as to

if mate. hold the above ratio constant and search fur a k value
Step 1. Pick an initial A equal to sonic fraction of the th.,t minirni/es .(

sample site, say 10%, or by plotting d, versus k and Note that Step 3 may be dimension dependent.

I'A iLL 4-c-•(d)'ie(d,)

ki 10 20 6 0.

1 
1

SData 5!t =1 1.3 .1.3 1. 1.5 15. 1.5 1.ý 1.!) 1.5

,ata Set 0 8) F. . 0 84 .85 7 9 ....

-9.- TECHNOMETRICS(D, VOL. 19, NO. 2, MAr' I ?77
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FIGURE 9-The Mean interpoint Distuice d, vc-riu5 kK
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APPENDIX -- SKETCH ODEL RESEARCH

Integrated Sciences Corporati on has developed and researched a

military decision aid called thie "Sketch Model" procedure. This procedure

allows a human operator to comiuainicate to a computer his subjective esti-

mate or the form of any functional relationship that is continuous in at.
least one dimension. This communication is performed by the operator using

an input device to electronically "sketch" the fu,•ction on a computer

graphlcs display.

The Sketch Model approach to subjective estimation Is hypothesized

to have certain advantages over comparable decision aiding techniques, such

as the scalar-value representation of subjective judgment.i. These advan-

tages include comprehensiveness of ect imation; ease, speed, and accuracy

of estimation and of updating the abi lty to consider qu litative data;

and the capability of all(wing Bayesian estimation without expicLit a prior

data.

A number of these hypothesized advantages have been experimentally

validated by research carried out at ISC's Simulation and Display Facility

(SDF). This multi-year research program has consisted of four phases:

1. Evaluation of the Ability of Humans to Use the Sketch

Model Technique to Estimate a Bivariate Gaussian Density Function

from Sampled Data.

2. Evaluation of the Usefulness of Three Control Devices in

Generating Contours Required for Sketch Models.

3. Evaluation or the Ability of Humans to Use the Sketch

Model Technique to Applroximate a Multi-Modal Tactical Fun-•ion

Based on Qualitative and Quantitative Information.

4. Evaluntion of the Ability to Use the Sketch Models Pro-'i (luced by Humans to Drive an Operator Aided Optimization Procedure

for Tactical Uecision Making.

-93-
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r The Phase I project had a variety of purposes but was primari ly

aimed at determining the accuracy of humans' attempts to use the Sketch

S•iModel procedure to estimate a Divariate Gaussian Density Function (BGDF).

A baseline comparison was provided by carrying out a Maximum Likelihood

g Estimation (MLE) procedure on the same experimental stimuli (data points

5• sampled from trial BGDF's).

I i An experiment was conducted with the following independent variables

Incorporated into the design:

S!. * Procedure (MLE vs. human operated Sketch Model)

"* Characteristics of true BGDF (3, 7, ox, Oy, p)

. Sample size of data points used by procedure (5, 10, 100)

* Subjects (7 UCLA undergraduates)

The primary dependent variable was error from the true parameter value of

the BCDF. The subjects were trained for 40 hours spread over four weeks.

The experimental procedure consisted of presenting a subject with a number

(5, 10, or 100) of data points sampled from thc true BGDF via a graphics

I.CRT terminal. The subject was then asked to develop his estimate of the

true BGDF via the Sketch Model procedure.

Using the Sketch Model procedure to develop a model of I3GDF consis-

ted of two steps., In the first step, the subject used a light pen to elec-

tronically "draw" on the. CRT a'faniily (five) of concentric symmetric ellipses

superimposed on the sampled data point,. These ellipses represented the

. Lsubject's estimate of a family of iso-probability contours of the true

BGDF. The second step consisted of the subject using scalar judgment to

estimate the probability represented by each of his drawn contours. He was

provided with a histogram feedback of all five probability values. The

[ five contours plus the five probability values completed the Sketch Model

estimate of the BGDF.

I An adaptation of Green's Theorem was used to operate on the subjects'

contours to measure the jiathematical moments of the S•"keL Model. These

I rrmments were then used to determine the Sketch Model's estimates of para-

meters (7, VV, ax, Gy, p) of the BGDF. The MLE procedure was applied to

-94-
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I
The Phase IfI research was aimed at evaluating the relative useful-

ness of three control devices for Implementing the Sketch Model procedure.

One way to Implement o Sketch Model is for the decision ,aker to "draw"

the curve, line, or surface representing his estimate on a computer-driven

graphics display. Various types of control hardware are availahle to per-

form drawing tasks in conjunction with an Interactive qraphics display;

among them are the light pen, the track ball, and the joy stick. The light

pen Is one of the most commonly used devices. It consists of a hand-held

fiber-optic tube that can be "pointed" at a light source (e.g., cursor) on

the screen and used to move the cursor to produce a line. The joy stick

and track ball are both analog devices. The Joy stick resembles a pilot's

control stick. The track ball consists of a recess-mounted sphere that can

be rotated by the palm of the hand. Both are equipped with potentiometers,

whose outputs are converted to digitized x- and y-values, so that the

cursor on the screen moves in direct proportion to the movement of the

device.

The Phase II project was undertaken to evaluate the light pen,

I. track ball, and joy stick for types of d-awing tasks representative of

Sketch Model applications. Accordingly, the primary experimental null

hypothesis was that there is no significant difference among devices. The

experimental procedure consisted of having the subjects use each of the

three control devices to draw as perfect a circle and as perfect an equi-

lateral triangle as possible.

A criterion function combining the relative importance of curved

(circle test) versus straight line (triangle test) performance was devised.

A parametric sensitivity analysis was carried out to Investigate the depend-

ency of the superiority of each control device on the relative importance

of curved versus straight lines. It was concluded that the track ball

produced superior "dr--wIng" performances for all reasonable weights of

etstraight versus cur.!- lines. Thus, the track ball was selected as the
best control de-vlr, ."implenentin- the Sketch M~odel proceIdure and wr'as,•

I used in all later research.

1 -96-
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I In the Phase I research, operators were shown sets of points randomly

sampled from known bivariate Gaussian probability density functions and

asked to sketch (on the display) their estimates of the iso-probability

contours of the parent distribution. The study indicated that humans can

produce accurate (i.e., competitive with maximum likelihood estimation)
Sketch Models of well-behaved continuous functions.

I In the real world, however, functional relationships, though they

may be "continuous in at least one dimension," are seldom "well-behaved,"

nor can they always be fully specified analytically. The Phase III research

was undertaken to extend the Sketch Model concept in two directions. First,

I the Sketch Model was applied to a tactical problem in which the function to

be estimated was not well behaved. The function, instead, was not only

multidimensional; it was also multimodal and unsymmetric. Second, the

usefulness of decisions reached with the aid of Sketch Models was investi-

L gated.

The problem used to study the usefulness of the Sketch Model as a

I. decision aid was that of selecting the best flight path for an air strike

against an island, given (I) known locations and suspected types of enemy

I. sensors, and (2) predetermined aircraft fuel allotments and speed versus

fuel consumption characteristics. Enemy sensor performance was modeled in

terms of detection rate as a function of distance from the sensor. A

Sketch Model consisted of a set of the iso-detection rate contours of the

composite detection rate surface produced by four sensors at given loca- ",

it tions, but whose detection rate versus range capability may be imperfectly

known.

The goodness of a strike path was measured by a utility function

that reflected a trade-off between minimizing the probability of being

detected along the path and maximizing the fuel remaining at the target.

I The primury fu,,ct ion for specifying the best strike path were mode i n

the composite detection rate surface produced by the enemy's sensors and

optimizing the strike path with respect to the model. Four system concepts

were defined, representing different allocations of these two functions:
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1 (1) modeling (without Sketch Model procedure) and optimization both allo-

cated to the operator; (2) nmdelIng (via the Sketch Model procedure) and

optimization (aided by the Sketch Model) to the operator; (3) modeling

(via Sketch Model procedure) to the operator and optimization (by a grid-

oriented dynamic programming routine) to the computer; and (h) both

modeling and optimization to the computer. This last allocation scheme

provided what amounts to "answers" to the problem set.

Analyses of variance were performed on strike path utility data to

compare system concepts. The results were weakened by the small number of

r subjects (4) available to provide the data. The conclusions evaluating

'- the tactical usefulness of the decision aid were further weakened due to

the problem set being too easy for the subjects. Within the qualifications

posed by the small number of subjects and easy problem set, the result of

the investigation of Sketch Model usefulness was that strike paths produced

by computerized optimization operating on Sketch Models were significantly

better than sLrikp paths specified by subjects without the aid of Sketch

Mode Is.

The investigation of the accuracy with which humans could produce

Sketch Models of "messy functions" was not affected by the easiness of the; iproblem set. Sketch Model error was r,,easured in terms of percent volume

error from the true detection surfaces. Based on an examination of factors

contributing to Sketch Model error, the findings relating to Sketch Mndel

-- accuracy are:

.I Humans can use the present Sketch Model method to develop

accurate models of multimodal, unsynimetric, three-dimensional

functions.

1 2. Considerable improvement over present levels of accuracy

can be achieved since the major sources of error can be reduced by

refining the methodology.

3. Humans can use the Sketch Model method to significantly

reduce the effects of uncertain information.
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